# ****Лабораторная работа № 2****

**«Алгоритм теории адаптивного резонанса»**

**Цель работы.** Изучение методики описания и технологии разработки алгоритма ART1 (Adaptive ResonanceTheory) на примере решения задачи классификации.

**ТЕОРЕТИЧЕСКАЯ ЧАСТЬ**

Алгоритм ART1 – это метод, благодаря которому данные разделяются и объединяются в небольшие группы (кластеры) по принципу аналогии. Поэтому же принципу происходит отделение несхожих данных. Поэтому главной задачей при разбивке данных на кластеры является классификация. Основной задачей классификации является изучение данных в кластерах для выявления различий между ними. Алгоритм ART1 имеет биологическое происхождение, так как предоставляет возможность обучения посредством классификации. Человеческий мозг изучает новые понятия, сравнивая с уже существующими знаниями. Если новое понятие человеку не удается осмыслить, то он создает новую структуру для понимания явления, которое выходит за рамки существующей структуры. Впоследствии эта новая структура может стать основой для усвоения другой информации. Объединяя новые понятия с уже существующими знаниями в кластеры, а также создавая новые кластеры для усвоения абсолютно новой информации человек решает проблему. Основной вопрос задачи классификации состоит в том, как классифицировать новые данные, не уничтожив при этом уже изученные. Для решения этого вопроса алгоритм ART1 имеет все необходимые элементы. *Алгоритм ART1 работает с объектами, которые называются векторами признаков.* Вектор признаков является группой значений в двоичном коде, которые представляют определенный тип информации. *Примером вектора признаков* могут быть: статистические данные об отказах работы электрооборудования, включая причины отказов (короткое замыкание, перегрузка, старение изоляции, межвитковое замыкание, микротрещины в активных частях и корпусах электрических машин, человеческий фактор); результаты экспериментальных исследований электрооборудования, проведенные на рабочих местах и в электротехнической лаборатории; техническая документация, корреспонденция и другие. Вариант представления вектора признаков приведен на рис.1. В данном примере вектор признаков определяет поставку электрооборудования на один из производственных участков, обслуживаемых электромонтажным предприятием. Каждый объект вектора признаков показывает, обеспечена ли поставка данного типа электрооборудования для проведения монтажных работ на производственном участке (если да, то значение 1, если нет – 0). Пример вектора признаков, включающий информацию о поставке электрооборудования на производственный участок, приведен на рис. 1 (смотри слева направо): 1 - асинхронный двигатель; 0 – трансформатор; 1 - электрический кабель; 1 - вакуумный выключатель; 0 - промежуточное реле; 1 - магнитный пускатель; 1 - токовое реле; 1 - трансформатор тока; 0 – контактор; 1 - реле времени; 1 - реле напряжения.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 |

Рис. 1. Пример двоичного вектора признаков.

В таком виде вектор признаков описывает потребность производственного участка в конкретном электрооборудовании. Осуществляя сбор векторов признаков с различных производственных участков, и применяя алгоритм ART1, можно данные разделить на кластеры. Это дает возможность электромонтажному предприятию существенно снизить транспортные расходы (экономия времени, топлива, число транспортных средств и персонала) по доставке схожего типового электрооборудования на производственные участки, а также более обосновано решить вопрос о приобретении и комплектации востребованного электрооборудования в отделе материально-технического снабжения.

Примером вектора признаков может служить выбор покупок (рис. 2). Каждый объект вектора признаков показывает, приобрел ли покупатель товар (если да, то значение равно 1, если нет- 0). Покупатель на рис. 2 купил молоток и гаечный ключ.

Рис. 2. Пример двоично верктора признаков

Этот вектор признаков описывает покупательную способность путем идентификации приобретенных покупателем предметов (о которых мы имеем информацию). Собираются векторы признаков покупателя, к которым затем применяется алгоритм ART1, чтобы разделить данные на кластеры. Идея состоит в том, что группа схожих данных о покупателе (содержащаяся в кластере) будет сообщать интересную информацию о схожих параметрах для группы покупателей.

Для рассмотрения алгоритма ART1 в деталях используем его рабочие параметры:
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N – количество векторов – прототипов, то есть максимальное число кластеров, которое может поддерживаться;

(0<ρ<=1) - параметр внимательности

P – вектор – прототип;

E – вектор признаков;

d - размер вектора;

β - бета- параметр, равный небольшому целому числу.

*Изначально не существует ни одного вектора–прототипа, поэтому при выполнении алгоритма создается первый вектор –прототип из первого вектора признаков.* Затем проверяются на схожесть все последующие векторы признаков с вектором-прототипом. Целью проверки является выяснение схожести вектора признаков и текущего вектора – прототипа, причем значения i меняются от 1 до N. Проверка на схожесть определяется решением уравнения:
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![https://studfiles.net/html/1546/187/html_GDtlYna4WE.0Dps/img-KCbeJO.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALoAAAAwCAMAAAHm/KDrAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAE4UExURf///wEBAYaGhmZmZvLy8qenpxoaGs/Pz7Ozs/X19bKysiAgIH9/f/n5+efn58PDw4eHhz4+PgkJCYCAgMXFxcbGxn5+ftfX11RUVCgoKNbW1tra2hEREVVVVUhISEZGRvv7++zs7JeXl9vb2ysrK/j4+E1NTVxcXBwcHLy8vIODgwUFBfDw8Dw8POTk5BISEpqamuLi4lpaWgMDA8LCwpaWluHh4QcHB/7+/jIyMu/v7+Dg4CIiIt3d3ZGRkZ6enh8fHxsbGwsLC76+vpSUlKysrDg4OD09PWtra5ubm0FBQSoqKi4uLpWVlaqqqq+vryQkJBcXF8nJyVhYWIyMjBYWFgQEBOrq6mJiYs7OzrS0tAwMDPr6+ri4uElJSbu7uzY2Nujo6FFRUfHx8cHBwRAQEFtbWwAAAL32Y+YAAABodFJOU/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////8AH+z9SwAAAAlwSFlzAAAh1QAAIdUBBJy0nQAAAvlJREFUWEftmUFy6yAMhu3pBbLKKplcodt6kit4n1Xuf4snCQmBEJg47ZtMyzcdI8SPLEOMsTv9HDOXQDTJwMMMoP1tSLRVDBP+EYqZ/bF1Di3gNx2kx35swFU9txsVUF/IIKp6KvBgBs10WKfpdEdD9Wg0efki35J5OtJAKPN0P7I5XUOhgwOWGSn1YEGmKsA6scmAR5sDOlVY8imZ0gOuVC52oPRgNXjoNFlj6UEXOKMvb0RKT8KT8r8CDWp+Pxb0aERkZVTdig+3fKGheuJ0Y5DPtNw4D4DqXnSpRS+15xp0AvALn8My50Ia6Dh/siMNI5YfncuUIvdyYdNuYplrC8RGLj1oZLDUVaYaHY7OeUpPSRL9SX42+mDwDoTb/cA1n6D54FqFIAK4HqCqu0QoNc35zAbC7bkqOOdk+1fCGl0gkRsurBddWVvRc6fB1XAt5uWG4J557jyESKjSMR0HzVEMEtmVmpyhexVPE2tiaDIJ4jzZhgTRHBJNNGXrR5HNPlBT+uLSwdPE6DLXUZRScUZClbwZ0cWPrXZ0t5HxNNG0uedzL7Kkp8XTRFOisej+SJKIV9+I7mqiyXNBImSZzk6oenSlR+Mzog8Gg8GvAp4mcFxP+Fh55Z0LusNWab1inPgtaxcYgYzlcfjSp2iJ6HC71NJtAZ15l3fejHMBReDCnhT0swl0pY5mthV5CugsG1Qw7X4v4ZG9imivCHTvG8JEB2ZjJ7lgyAJupM5dqeNuJ6PIMwmbv4xYEp2aO4DOnDp+2AmWg9NkXdCdPdd2PqKjL0lkNN/NqkBvSp0mBw3+1m+weQLWhQEEdvmwJi4vYLWnqUIIAvB7AqwN3q/PyebDST1Yn5ups7UJTEf5J2jSTZyzxX8YMZr6Bt2p99+mLZ5PvX7L5zqg91IMRer+E86JftxInZbSYmGC1z48Zebdlzre5UcTpzP1S+4qZhfDYLk9qTtHveC1fYVl6Qn2nql3MVL/76nTfQFwdTe4e/yOOIPBa0zTPzBlJQPdaiDcAAAAAElFTkSuQmCC)

В завершении работы алгоритм заново проходит через все вектора признаков и сравнивает их со всеми векторами-прототипами. Дополнительная проверка размещения векторов признаков по кластерам объясняется возможностью создания новых кластеров в ходе последующих тестов векторов признаков.

Работу алгоритма рассмотрим на примере. Предположим, что имеется два кластера, которые представлены векторами - прототипами

P0 = {1,0,0,1,1,0,1}, P1 = {1,1,0,0,1,0,1}.

Вектор признаков имеет следующий вид E0 = {1,1,1,0,0,1,0}.

Значения параметров алгоритма β = 1 и p = 0,9 найдены после ряда экспериментов. При решении любой задачи рекомендуется использовать несколько комбинаций, чтобы найти параметры, при которых можно добиться наилучшего результата. Значение параметра как следует из примера d = 7.

Выполним тесты алгоритма ART1, чтобы определить в какой кластер будет помещен вектор признаков:
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тест на внимательность (Да)

побитовый И – вектор имеет вид
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В первом тесте проведена проверка на схожесть вектора-прототипа P0 и вектора признаков E0. Проверка показала, что тест прошел неудачно. Затем вектор признаков был проверен на схожесть с вектором – прототипом P1. Тест прошел успешно, поэтому алгоритм начал тест на внимательность. Данный тест также прошел успешно, поэтому вектор признаков ассоциируется с кластером, который представлен вектором P1 . Затем вектор – прототип изменяется путем выполнения операции побитового И между вектором – прототипом P1 и вектором признаков. После обновления вектора - прототипа все вектора признаков проверяются против всех доступных векторов-прототипов. При этом следует убедиться, что все вектора признаков находятся в нужных кластерах. Действие, когда векторы признаков сверяются с векторами-прототипами и создаются новые кластеры или модифицируются уже существующие, известно как процесс обучения в алгоритме. В конце обучения векторы - прототипы больше не подвергаются изменениям, и алгоритм достигает равновесия. Результат равновесия – это классифицированные исходные данные.

Достоинством алгоритма ART1 является его оптимизация. Она осуществляется путем изменения значений трех важных параметров алгоритма, а именно: максимально допустимого количества кластеров, бета - параметра и параметра внимательности. Максимально допустимое количество кластеров должно быть достаточно большим, чтобы алгоритм при необходимости мог создать новый кластер. Бета - параметр и параметр внимательности важны для правильной ориентации алгоритма ART1.

Недостаток алгоритма ART1 заключается в том, что конечный набор кластеров (и векторов-прототипов) может изменяться в зависимости от порядка, в котором проводилось обучение.

Другое интересное применение этого алгоритма - рекомендации книг для чтения. Представьте себе систему выдачи рекомендаций для пользователей библиотеки. Каждый пользователь закодирован как вектор признаков. Вектор знаков представляет книги, которые читал пользователь. Каждый элемент вектора признаков отображает небольшой диапазон книг в пределах систем классификации (например, 100-103). Указанный диапазон включает книги по философии. При применении алгоритма ART1 кластеры векторов признаков будут усовершенствованы таким образом, чтобы идентифицировать процент людей в группе, которые читали определенную книгу. Эти данные могут использоваться для последующей рекомендации книги пользователю, который ее не читал. Программа хорошо работает с данными тестирования, однако в реальных условиях ее применение неосуществимо по причине сохранения конфиденциальности. Большинство библиотек сообщают, что не хранят записи о том, какие книги читает каждый пользователь. Без этих данных выполнение алгоритма ART1 становится невозможным. Существует также определенный страх, связанный с применением алгоритмов персонализации. При корректной работе алгоритмы могут предсказывать действия пользователя. Это может создать трудности для некоторых людей, которые полагают, что их поведение предсказывается исключительно на основании внешних факторов. Хотя при таком применении результат может быть полезен для пользователя, существуют и другие реализации, вмешивающиеся в частную жизнь людей. Для борьбы со страхом, связанным с подобным использованием алгоритма, большинство компаний информируют клиентов о политике соблюдения конфиденциальности. Это позволяет покупателям узнать, какая именно информация собирается, что с ней делают, а также кто ее видит или использует.

Алгоритм ART1 предоставляет возможность классификации данных в отдельные сегменты (кластеры). Классификация может быть полезна как средство исследования классов (типов) кластеров. Кроме того, как видно по алгоритму персонализации, изучение членов отдельного кластера позволяет получить интересную информацию. Данный алгоритм можно использовать в следующих областях:

* статистике;
* распознавании образов;
* уменьшении диапазона поиска;
* поиске в сети Internet;
* в биологии.

**ПРАКТИЧЕСКАЯ ЧАСТЬ**

1. Дать описание исходного кода, реализующего алгоритм ART1, опираясь на векторы признаков (базы данных о поставках электрооборудования на производственные участки электромонтажным предприятием). Ограничить максимальное число производственных участков NN и размер (длину) d вектора признаков в программе в соответствии с вариантом задания (по указанию преподавателя). При отладке программы использовать значения NN = 10 и d = 11.
2. Составить полный листинг программы решения задачи классификации, при которой исходные данные (векторы признаков) разделяются и объединяются в кластеры с помощью алгоритма ART1.
3. На основе пункта 2 рабочего задания создать программу - исполняемый файл, который может загружаться и выполняться под управлением Windows. Интерфейс приложения должен отображать исходные вектора признаков, и классифицированные вектора признаков. Также должна быть предусмотрена возможность ввода параметров работы алгоритма.
4. Привести демонстрационный пример решения задачи классификации, указав в нем строковые названия элементов векторов – признаков (перечень поставок электрооборудования). Для снижения затрат времени на ручной ввод справочных данных электрооборудования в программе использовать коды поставок в виде обозначений A1, A2,…, AN, B1,B2,…, BN, C1,C2, ...,CN и т.п.
5. Выполнить оптимизацию алгоритма ART1 путем изменения значений его параметров, используя исходные данные демонстрационного примера решения задачи классификации в пункте 4 рабочего задания.

**СОДЕРЖАНИЕ ОТЧЕТА**

1. Наименование и цель работы.
2. Блок-схема алгоритма классификации.
3. Исходный код модулей программного обеспечения.
4. Результаты исследования влияния параметров алгоритма на его эффективность, оформленные в виде таблицы.
5. Выводы по работе.

**ВОПРОСЫ К ЗАЩИТЕ**

1. Благодаря каким свойствам алгоритм ART1 является алгоритмом с обучением, основанным на биологической мотивации? В чем ее сущность?
2. Приведите блок-схему алгоритма ART1 и дайте ее описание.
3. В чем смысл оптимизации алгоритма ART1? Какими способами она проводится?